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We, the Robots? The challenge of regulating artificial intelligence

Regulating Al is not simply about avoiding the
rise of homicidal robots. It’s also about future
Facebooks and Ubers, of finding the right
balance between control and innovation.

Simon Chesterman

Artificial intelligence (AI) and
concerns aboutits potential
impact on humanity have been
with us formore than halfa
century.

The term was coinedin1956 ata
Dartmouth College symposium.
Earlyresearch explored topics like
proving logic theoremsand
playing games suchas draughts.

Adozenyears later, Stanley
Kubrick’s film 2001: A Space
Odyssey offered an iconic vision of
amachine empoweredto override
the decisions of its human
counterparts, the HAL 9000’s
eerily calm voice explaining whya
spacecraft’s mission to Jupiter was
more important than the lives of
its crew.

Both Al and the fears associated
with itadvanced swiftly in
subsequent decades. Though
worries about the impact of new
technology have accompanied
many inventions, Alisunusual in
that some of the starkest recent
warnings have come from those
most knowledgeable about the
field - Elon Musk, Bill Gates and
Stephen Hawking, among others.

Many of these concerns are
linked to “general” or “strong” Al,
meaning the creation of a system
that is capable of performing any
intellectual task thata human
could - andraising complex

. questionsabout the nature of
: consciousnessand self-awareness
: inanon-biological entity.

The possibility that suchan

. entity might put its own priorities

: above those of humansis not

: trivial, but more immediate

. challengesare raised by “narrow”

: Al-meaningsystems that can

: apply cognitive functions to

. specific tasks typically undertaken
¢ byahuman.

Arelated termis “machine

. learning”,asubset of Al that

. denotes the ability of a computer

: toimprove on its performance

: without being specifically

: programmed to do so. The

. program AlphaGo Zero, for

: example, was merely taught the

. rules of the notoriously complex

: board game Go; using that basic

. information, it developed novel

i strategies that have established its
. superiority over any human player.

COGITO, ERGOSUM?

. The field of Aland law is fertile,

: producing scores of books,

' thousands of articles and at least
. two dedicated journals.

In addition to the more

. speculative literature on what

: might be termedrobot

: consciousness, much of this work
. describesrecentdevelopmentsin
: Alsystems, theiractual or

: potentialimpact on the legal

: profession,andnormative

: questionsraised by particular

: technologies - driverless cars, :
: autonomous weapons, governance :
: byalgorithm, andso on. :

Astilllarger body of writing

overlapswith the broader fields of :
: dataprotectionand privacy, orlaw :
: andtechnology more generally.

The bulk of that literature tends

: toconcentrate on the activities of
¢ legal practitioners, their potential
: clients, or the machines

: themselves. The objective in my

: book, by contrast, is tofocus on

: those who seek toregulate those

. activities and the difficulties that

¢ Al systems pose to government

: andgovernance.

Rather than taking specific

: actors or activities as the starting

: point, the book emphasises

. structural problems that Al poses
: for meaningful regulation as such.

WHO MAKES THE RULES?

: Thebookis written for aglobal

: audience, but it is striking that the
: vast majority of the published

: materialrelies almost exclusively
: on the laws of Europe and the

. United States.

Thatis understandable, given

: the economicimportance of these
! jurisdictionsand their sway in

. establishing global standards,

: directly or indirectly, in many

: fieldsrelated to technology. The

¢ tworegimesalso offerinteresting
: points of comparison, with human
: rights concerns shaping the

: Europeanresponse while

: market-based approaches hold

: swayinthe United States.

In the field of AI, however, China

: is—orwillsoon be - the dominant
: actor. The book therefore

: examines the Chinese approach

: and the relationship between that
: dominance and the far more
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i The book emphasises structural
: problems that artificial intelligence
poses for meaningful regulation.
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limited regulation within China.

Another prominent Asian

: jurisdiction considered s

: Singapore, which haslong sought
: toposition itself asarule of law

: hubtoattractinvestment. Asinthe :
: case of data protection law,

: Singapore’s Government has

: explicitly set the goal of regulation
¢ asbeingtoattractand encourage

: Alinnovation.

PRECAUTION VERSUS INNOVATION

: Underlying the question of

: regulationisthe need tobalance
. precautionary steps against

: unnecessarily constraining

: innovation.

A2018 review of Singapore’s

Penal Code, for example,
: highlighted the risks posed by Al,
: but concluded that “itis telling that :

: no country has introduced specific :
: rules on criminal liability for

. artificial intelligence systems.

: Being the global first mover on

: suchrules may impair Singapore’s
. ability to attract top industry

: playersin the field of AI”.

These concerns are well

: founded. Overly restrictive laws
. canstifle innovation or drive it
. elsewhere.

Yet the failure to develop

: appropriate legal tools risks

: allowing profit-motivated actors

: toshape large sections of the

: economyaround their interests to
: the point that regulators will

: struggle to catchup.

This has been particularly true in

: the field of information

: technology. Social media giants

: like Facebook, for example,

: monetised users’ personal data

: while data protection laws were

: stillin theirinfancy. Similarly,

: Uberand other first movers in

: whatisnow termed the sharing or
: “gig” economy exploited platform
: technologybefore rules were in

: placetoprotect workers or

: maintain standards.

: THEAIWINTEROF OUR
: DISCONTENT

. AsPedro Domingos, a professor at
: the University of Washington,

: once observed, people worry that
: computers willget too smartand

! take over the world. Thereal

: problemisthat the computersare :
: toostupid and they've takenitover :
: already. :

Much of the literature on Al and

: thelaw focuses either ona horizon
: sodistantthatitblurs the line with
: science fiction, or so near thatit

: plays catch-up with the

technologies of today.
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That tension between

: presentismand hyperbole is

. reflectedin the history of Al itself,
: with the term “Al winter” coined

. todescribe the mismatch between
: thepromise of Aland its reality.

Indeed, it was evident backin

¢ 1956 at Dartmouth when the

: discipline was born. To fund the

¢ workshop,John McCarthyand

: three colleagues wrote to the

: Rockefeller Foundation proposing
. that they could solve many of the

: problemsassociated with Al “ifa

. carefullyselected group of

: scientists work onit together fora
. summer”.

Over the subsequent decades,

enthusiasm for and fear of Al have
: waxedand wanedinalmost equal
. measure.

Inaninterviewin Paris Review a

. fewyearsafter the Dartmouth

i gathering, Pablo Picasso

: memorably dismissed the new

: mechanical brains as useless:

. “They can only give youanswers,”
: hescoffed.

As countries around the world

: struggle to capitalise on the

. economic potential of Al while

: minimising avoidable harm, abook
. like this cannot hope to be the last

: word on the topic of regulation.

: Butby examining the nature of the
. challenges, the limitations of

. existing tools, and some possible

. solutions, it hopes to ensure that

. weareatleastasking the right

. questions.
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® Thisexcerpt is adapted from the

. introduction to Simon Chesterman'’s
: book,We, The Robots? Regulating

. Artificial Intelligence And The Limits
: Of The Law, published last week by

: Cambridge University Press.



